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**Introduction**

This project test different collaborative filtering algorithms, compare the results obtained and analyze how these algorithms can be useful to improve the predictive accuracy of a collaborative recommendation system. The data set, for this project, consists of:

*100,000 ratings (1-5) from 943 users on 1682 movies.*

*Each user has rated at least 20 movies.*

*Simple demographic info for the users (age, gender, occupation, zip)*

*The data was collected through the MovieLens web site*

*(movielens.umn.edu) during the seven-month period from September 19th,*

*1997 through April 22nd, 1998. This data has been cleaned up - users*

*who had less than 20 ratings or did not have complete demographic*

*information were removed from this data set.*

Detailed descriptions of the data file can be found at the end of this file. (predict areas of the web site a user visited based on data on other areas the user visited).

**Technology Review**

***Recommender Systems***

A Recommendation System or Recommender System (RS) is software that provides users with personalized advice about a set of objects belonging to a specific domain (eg music, movies, books). A Recommender System uses the data, stored in its database, which relate to clients and objects, to provide purchasing advice.

The main idea of a recommender systems is to use the information about the behaviour or opinions of previous clients to predict what product the current customer will purchase or to predict which product, the current customer, will be interested in.

Nowadays, the recommender systems are widely adopted by enterprises, especially large retail firms.

***Types of recommendation systems***

Recommender systems can be divided into four different types:

* Collaborative recommendation
* Content-based recommendation
* Knowledge-based recommendation
* Hybrid recommendation approaches

The first type of recommendation systems is represented by collaborative recommendation. The main idea behind ​​collaborative recommender systems is to use information about the past behaviour of customers, or opinions of a community of users that already exists, in order to predict which products, the current user of the system might be interested in.

The second type of recommendation systems is represented by content-based recommendation. These RS use a series of discrete features of the product in order to recommend alternative products that possess similar characteristics. These systems use neither the past behaviour of customers nor a range of opinions (ratings). Rather, these systems rely on other sources of data to make correct predictions.

The third category of recommendation systems consists of knowledge-based recommendation. These RS are used in all those situations in which collaborative and content-based systems do not provide satisfactory results. That is, those cases in which the product is not purchased frequently: think, for example, buying a house or a car. In such situations, the collaborative and content-based systems do not work due to the limited number of available ratings and due to the wide interval of time between a purchase and the next: if there is a lot of time between the purchase of two similar products can also significantly change the preferences of the customer due to, for example, of changes in income or in the family composition. In such scenarios, knowledge-based systems are used. These recommendation systems use some explicit rules: the user must specify the requirements and the system tries to find the best solution. If it is not possible to find a solution, the user must change the list of requirements.

The last category of recommendation systems consists of "Hybrid recommendation approaches". The name of these recommendation systems comes from the latin word "hybrida": an object made by combining two different elements. The Hybrid recommendation systems try to mix, in a single system of recommendation, approaches and algorithms used by the previous three recommender systems that have been mentioned.

***Collaborative recommendation systems***

The collaborative recommender systems are the most common category of recommender systems. Thanks to the relative ease of implementation they are used both by the large sites of e-commerce and Internet companies of small and average size. The algorithms that use the collaborative recommendations systems are well-understood and applicable to many domains (movies, books, songs, ...). The basic assumption of these RS is that user provides, either implicitly or explicitly, a rating of the products in the catalog. The effectiveness of these algorithms is based on the idea that "Customers who had similar tastes in the past, will have similar tastes in the future"

In this project, I will limit my analysis to the collaborative filtering algorithms. This choice is dictated by a number of considerations. First, I can have access only to data that allow the analysis of collaborative recommendation systems. If I had to analyse, for example, a content-based recommender system, I should use a database containing a list of discrete characteristics of the product. The free access to these databases is precluded to me or in any case very difficult to achieve. Second, the wide range of recommender systems has generated a very large number of algorithms. Due to the limitations of time and resources, I must necessarily limit the number of algorithms that intend to analyze. I decided to focus on collaborative algorithms because the abundant literature developed on these algorithms will allow me to develop them, properly, in Java, and to test them using the metrics that have been developed in recent years (Gunawardana et al. 2009). Last but not least, the collaborative filtering algorithms are extremely popular and represent the type of algorithms more used in most recommender systems (Su et al. 2009, Herlocker et al. 2004).

**Main Recommender Systems' Algorithms**

My analysis will focus on the following methodologies adopted widely in recent years for the creation of collaborative filtering:

* User-based nearest neighbor recommendation;
* Item-based nearest neighbor recommendation;
* Probabilistic recommendation approaches;
* Slope one predictor.

**User-based nearest neighbor recommendation**

This methodology uses a database containing the ratings of the products; while, as input, uses the choices made by the current user of the system by identifying other users, called peer users or nearest neighbors, characterized by preferences similar to those that the current user has shown in the past (Jannach et al. 2011).

At the basis of this methodology there are two main assumptions:

* if the users of the system had certain tastes in the past they will have the same tastes in the future;
* the preferences of users remain stable and consistent over time.
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A most widely used measure in practice, by the nearest neighbor recommender systems, to represent the set of similar users is the Pearson's correlation coefficient. The similarity sim (*a, b*​​) of users a and b, given a rating matrix R is defined by the following formula (where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAIACQAAAAARXQEACQAAA4EBAAAEAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9AAQAAKQIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAmAAQAAFAAAAEwJgADEBBQAAAAkCAAAAAgUAAAAUAiMCpAAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUeXWAAX11vhJmowQAAAAtAQEACQAAADIKAAAAAAEAAABhebwBBQAAABQCwAE7ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JR5dYABfXW+EmajBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMADQAAAQACAINyAAMAGwAACwEAAgCDYQAAAQEAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAC+EmajAAAKADgAigEAAAAA/////xTiGAAEAAAALQEDAAQAAADwAQIAAwAAAAAA)corresponds to the average rating of the user a):
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The Pearson's correlation coefficient takes values ​​between +1 (strong positive correlation) to -1 (strong negative correlation) (Jannach et al. 2011).

**Item-Based nearest neighbor recommendation**

The approach "User-based nearest neighbor recommendation" is used successfully in several Internet companies, but in certain scenarios when you need to handle millions of users and you need to manage the ratings from a catalog composed of millions of products, this approach has limitations. For this reason the e-commerce sites of greater size prefer to adopt another technique called "item-based nearest neighbor recommendation" (Jannach et al. 2011).

The main idea of this approach is to make predictions using the similarity between the products rather than the similarity between users. To find similar products, there must be defined a measure of similarity. The item-based approach uses, as a standard metric, the cosine similarity. This metric measures the similarity between two *n*-dimensional vectors based on the corner between them.

The similarity between two items *a* and *b* is calculated with the following formula:
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Let U be the set of all users who value the items *a* and *b*. The adjusted cosine measure is calculated in this way:
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It is possible to predict the rating for the user *u* of the product *p* in this way:
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**Probabilistic recommendation approaches**

To predict the rating that a given customer will assign to a certain product several techniques developed within the theory of probability can be used. One of the most well-known methods is based on Bayes classifiers (Jannach et al. 2011).

This technique uses conditional probability. To calculate this we use Bayes' theorem, which allows to calculate this posterior probability ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA2UBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9ABQAAxQEAAAUAAAAJAgAAAAIFAAAAFAJgATsBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlO12gAHxdkoZZlYEAAAALQEAAA8AAAAyCgAAAAAFAAAAKFl8WCkAggBoAY8AFgEAAwUAAAAUAmABRQAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiU7XaAAfF2ShlmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFB5AAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINQAAIAgigAAgCCWQACAIJ8AAIAglgAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQBWShlmVgAACgA4AIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) through the class-conditional probability ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFAAIACQAAAACxWQEACQAAA2UBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9gBQAAxQEAAAUAAAAJAgAAAAIFAAAAFAJgATsBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlO12gAHxdjMRZgwEAAAALQEAAAwAAAAyCgAAAAADAAAAKHwp6R8CiQEAAwUAAAAUAmABRQAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiU7XaAAfF2MxFmDAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAFBYWc6kAeMBAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINQAAIAgigAAgCDWAACAIJ8AAIAg1kAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAMMxFmDAAACgA4AIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), more formally:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAQIAQACQAAAABRSgEACQAAA8sCAAAEALkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBGAQCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gEAAA1QMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgAC3gYFAAAAEwIAAhUQBQAAAAkCAAAAAgUAAAAUAnAB9wccAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiU7XaAAfF27BdmqgQAAAAtAQEAEAAAADIKAAAAAAYAAAAofCkoWSkfAokBTQKCABYBAAMFAAAAFAJgAjsBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlO12gAHxduwXZqoEAAAALQECAAQAAADwAQEADwAAADIKAAAAAAUAAAAoWXxYKQCCAGgBjwAWAQADBQAAABQCigMNCxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JTtdoAB8XbsF2aqBAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAKClgAQADBQAAABQCcAEBBxwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JTtdoAB8XbsF2aqBAAAAC0BAgAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAUFhZUKQB4wFuAgADBQAAABQCYAJFABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JTtdoAB8XbsF2aqBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAUCkAAwUAAAAUAooDFwocAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiU7XaAAfF27BdmqgQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAFB4mgEAAwUAAAAUAnABVAwcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdgoVCvtQSioE4NcYANiU7XaAAfF27BdmqgQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAANd4AAMFAAAAFAJgAqYFCQAAADIKAAAAAAEAAAA9eAADuQAAACYGDwBnAUFwcHNNRkNDAQBAAQAAQAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDUAACAIIoAAIAglkAAgCCfAACAIJYAAIAgikAAgSGPQA9AwALAAABAAIAg1AAAgCCKAACAINYAAIAgnwAAgCDWQACAIIpAAIEhsUi1wIAg1AAAgCCKAACAIJZAAIAgikAAAEAAgCDUAACAIIoAAIAg3gAAgCCKQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADsF2aqAAAKADgAigEAAAAA/////xTiGAAEAAAALQEDAAQAAADwAQEAAwAAAAAA)

Under the assumption that the attributes (the ratings users) are conditionally independent, we can calculate the posterior probability for each value of Y with a naive Bayes classifier, d being the number of attributes in each X:
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**Slope one prediction**

The original idea of the "Slope One" predictors is simple: it is based on what the creators of this technique called "differential popularity."

The main idea of this method is to find the functions in the form:
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This formula is used to predict, given a pair of items, the rating of an item starting with the rating of the other item.

A series of experiments have shown that this simple predictor often outperforms a linear regression and has the advantage of having approximately half of the repressors. The slope one prediction has the further advantage of reducing storage requirements and latency (Lemire et al. 2005).

**Problem Statement**

The objective of this project can be stated as follows:

Given the four methodologies of collaborative filtering, described in the previous paragraphs, create several java algorithms to mine the "Anonymous Microsoft Web Data Set" and eventually, if time permits add other database to test the algorithms.

Compare the results obtained and analyze how these algorithms can be useful to improve the predictive accuracy of a collaborative recommendation system

**Solution Description**

There are two types of metrics to evaluate a Recommender System: measures to assess the quality and measures to assess performance. The first analyzes the ratings, the second analyzes the RS as system.

In my project, I will confine my analysis to the metrics used to evaluate the quality.

Among the measures to evaluate the quality of ratings of a RS we can distinguish the accuracy (Su et al., 2009), and the coverage (Vozalis et al 2003)

***Accuracy Evaluation Metrics of Recommendation Systems***

Accuracy: There are many techniques designed to quantify the accuracy. The first category of techniques includes the mean absolute error (MAE) and root mean squared error (RMSE), the second category includes the ROC sensitivity.

Mean Absolute Error (MAE): one of the methods to determine the accuracy (or vice versa, the classification error), is the Mean Absolute Error, which calculates the average of the absolute difference between the ratings provided by the RS and the assessment that subsequently the user expresses.
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where *n* is the total number of rating of all users, ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA5MBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8gAgAABQIAAAUAAAAJAgAAAAIFAAAAFALjAW8BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFx2gAFgdi8PZpoEAAAALQEAAAkAAAAyCgAAAAABAAAALHm8AQUAAAAUAuMBHwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUXHaAAWB2Lw9mmgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlqtwC8AQUAAAAUAoABZgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUXHaAAWB2Lw9mmgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHBqAAOLAAAAJgYPAAsBQXBwc01GQ0MBAOQAAADkAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINwAAMAGwAACwEAAgCDaQACAIIsAAIAg2oAAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAJovD2aaAAAKADgAigEAAAAAAQAAABTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the expected rating for the user *i* on the item *j*, and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA5MBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+gAQAABQIAAAUAAAAJAgAAAAIFAAAAFALjAe4AHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFx2gAFgdssUZtwEAAAALQEAAAkAAAAyCgAAAAABAAAALHm8AQUAAAAUAuMBngAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUXHaAAWB2yxRm3AQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlqtwC8AQUAAAAUAoABOwAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUXHaAAWB2yxRm3AQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHJqAAOLAAAAJgYPAAsBQXBwc01GQ0MBAOQAAADkAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINyAAMAGwAACwEAAgCDaQACAIIsAAIAg2oAAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANzLFGbcAAAKADgAigEAAAAAAQAAABTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the actual rating. The lower the value of the MAE, the better the prediction of the rating.
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Root Mean Squared Error (RMSE):
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ROC sensitivity: is a measure of the power of prediction of an RS. Operationally is given by the Area Under the ROC Curve (AUC), literally the area under the curve ROC.

In reality, the value of AUC is the area under the ROC curve only if the prediction is a problem with two possible outcomes (binary problem). In general, the ROC sensivity is calculated with the following formula:
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***Coverage Evaluation Metrics of Recommendation Systems***

Coverage: The coverage is a measure of the percentage of items for which the algorithm that generates the ratings can solve the problem recommendation. In some cases, for example due to the sparseness of the user-item matrix, the system is not able to produce a prediction for the rating of many items. In such situations the value of the coverage is certainly low.
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where m is the number of rows and columns of the user-item matrix (*m x m*)

**Project Execution**

***Technologies***

The project will use these software tools:

* Java

**Conclusions**

In this project will test different collaborative filtering algorithms, compare the results obtained and analyze how these algorithms can be useful to improve the predictive accuracy of a collaborative recommendation system. I will limit my analysis to the collaborative filtering algorithms. I decided to focus on collaborative algorithms because the abundant literature developed on these algorithms will allow me to develop them, properly, in Java, and to test them using the metrics that have been developed in recent years. In this project, I will confine my analysis to the metrics used to evaluate the quality of e Recommender Systems.
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